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21 Introdu
tionThis do
ument is intended to be used by any new user of the 
ode �satellite� .The basi
 linux 
ommands are supposed to be known (�le system 
ommands,environment variables use, basi
 shell s
ripts).The user is free to use and modify the sour
es of the 
ode. It has beenwriten in fortran 77, whi
h imposes some limitations, mostly for memorymanagement.Any question, remark, or improvement suggestion is wel
ome, and shouldbe submitted by e-mail to the author (Vin
ent Eymet, eymet�lapla
e.univ-tlse.fr).1.1 Purpose of the 
ode�satellite� is intended at 
omputing the solar radiative �ux density (W/m2)re
eived by a satellite dete
tor. It uses as an input the angular distribution oftop of atmosphere �uxes that results from solar radiative transfer simulationsthat have been performed using the �planet_EMC� 
omputation 
ode.
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Figure 1: Basi
 sket
h of the geometri
 
on�guration



3As shown in �gure 2.2, the satellite is de�ned by its position, the dire
tionthe dete
tor is observing, and the dete
tor's observation 
one. Variables usedfor the des
ription of the geometri
 
on�guration are des
ribed in se
tion 2.Results 
an be interpreted as an integrated radian
e: �satellite� 
omputesthe solar power density (Watts per square meter) that rea
h the dete
tor (sur-fa
e normal to the observation dire
tion), in a given spe
tral interval, withinthe observation 
one; units is Watts per square meter of normal surfa
e.1.2 Informati
sCompiling the program �satellite� does not require external librairies: allsour
e �les are in
luded in the pa
kage. �satellite� is a
tually a part of the�planet_EMC� proje
t.�satellite� is a fully parallel program. Spe
i�
 parallelization instru
tionsrequire having MPICH2 installed and fun
tionnal.



42 Input data �lesThis se
tion des
ribes the input data �les that are needed by the 
ode. Ex-ample �les are provided.2.1 data.inThe �data.in� �le resides into the �satellite� main folder. It 
ontains:
• The satellite's latitude, in degrees. Latitude is de�ned from the equa-torial plane, and 
an therefore be positive or negative.
• The satellite's longitude, in degrees. Longitude is de�ned from theplanet's referen
e latitudinal plane.
• The satellite's altitude, in kilometers. Altitude is de�ned from theplanet's ground level.
• The latitude and longitude of the position that is interse
ted by theobservation dire
tion, on the planet's ground.
• The integration angle, i.e. the angle that de�nes the observation 
onearound the observation dire
tion.2.2 integrated_solar_TOA_�uxes.txtThis �le resides within the �data� folder of �satellite� . It is an output �le ofthe �planet_EMC� simulation 
ode. This �le 
ontains:
• A des
ription of the longitude/latitude grid used for the simulation.
• A des
ription of the spa
tral grid used for the simulation.
• The simulated upward solar �ux density angular distribution at the topof the atmosphere, for ea
h spe
tral interval.From the solar �ux angular distributions, �satellite� 's main task is toidentify whi
h angular se
tors 
ontribute to the �ux that will be re
eived bythe dete
tor, and then to 
ompute the total �ux density at the dete
tor'sposition, for ea
h spe
tral interval.
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Figure 2: What is done: �satellite� �rst identi�es whi
h angular se
tors 
on-tribute to the radiation re
eived by the dete
tor: in this example, only se
tors3 to 5 do send radiation into the observation 
one. For ea
h one of these an-gular se
tors, the 
ode has to 
ompute the part of the surfa
e (at top ofatmosphere level) that 
ontributes, and to integrate the angular distributionof radiation emitted into the observation 
one.



63 Compiling and using the 
odeAs mentionned in se
tion 1, �satellite� requires MPICH version 2 to be in-stalled, be
ause the 
ode has been parallelized.3.1 Installation of MPICHIf you do not already have MPICH installed on the ma
hine / group ofma
hines you want to run �satellite� on, you will �rst have to downloadmpi
h2 from http://www.m
s.anl.gov/resear
h/proje
ts/mpi
h2 ; make sureyou download version 1.0.7. or newer. Next, untar the downloaded ar
hive,and install it on every system that will be part of your 
luster:First, you may have to set environment variables CFLAGS, FFLAGS,F90FLAGS, CXXFLAGS, F77 and F90 a

ording to your ar
hite
ture andthe 
ompilers that are installed on your system.> export CFLAGS=�-m32� (use �-m64� on 64 bits systems)> export FFLAGS=�-m32� (idem)> export CXXFLAGS=�-m32� (idem)> export F77=�ifort� (use any other 
ompiler)> export F90=�ifort� (idem)> ./
on�gure �pre�x=/path/to/installation/dire
tory> make> make installBefore running the MPD daemon, you must 
reate a �.mpd.
onf� �le inyour home folder:> e
ho se
retword=[se
retword℄ � /.mpd.
onf> 
hmod 600 .mpd.
onfusing any �se
retword�.Next, you will need to be able to 
onne
t via ssh to every other ma
hineof your 
luster, with no password request. For this, you must �rst 
reate aDSA key on the ma
hine you will run the 
ode from :> ssh-keygen -t dsaleaving all �elds blank (use the �enter� key to answer ea
h question).Then you will have to add this DSA key to the list of authorized keys ofevery ma
hine that will need to be a

essed for 
omputation :> 
d .ssh> 
at id_dsa.pub � authorized_keys



7Finally, 
reate the list of ma
hines that belong to your 
luster. This listmust reside within the �mpd.host� �le on your home folder. Ea
h line must
ontain the name of the ma
hine, by order of availability:[host1℄.[domain℄[host2℄.[domain℄[host3℄.[domain℄et
You 
an then try to run the MPD daemon:> mpdboot -n [#℄with [#℄ the number of hosts you want to run MPD on (typi
ally, thenumber of ma
hines in your 
luster). If you en
ounter no error, you 
anuse 
ommand �mpdtra
e� to 
he
k the number of hosts the MPD daemon isrunning on. This should give you the list of ma
hines in your 
luster.3.2 Tweaking the �Make�le�Before 
ompiling, you will have to �nd out what 
ompilation options areright for your 
ompiler, and your ma
hine. Open the �Make�le� �le, andlook at variables �FOR�, �ARCH� and �OPTI�. Variable �FOR� is used tospe
ify your fortran 77 
ompiler. As �satellite� uses MPICH, you will mostlikely use the �mpif77� 
ompilation 
ommand, that has been installed alongwith MPICH.Variable �ARCH� is used to spe
ify ma
hine ar
hite
ture. �-m486� isprobably a good 
hoi
e for a PC running a 32bits linux. On re
ent Ma
 
om-puters, �i686 -m64� works. Use the do
umentation of your fortran 
ompilerto �nd out what ar
hite
ture option you 
an use.Variable �OPTI� is used to spe
ify 
ode optimization options. The defaultoptions should be enough. Please note that you de�nitely must use option�-Wno-globals� for 
ompiling parallel 
ode.You might also want to set variable �DEBUG� (look for its de�nition inthe �le). You 
an expe
t faster exe
ution times if you leave it empty.3.3 Setting up array sizesOne limitation of fortran 77 
ode is that you must de�ne array sizes before
ompilation. Arrays sizes used by the present 
ode are de�ned within the�in
ludes/max.in
� �le. You should at least look at it before 
ompiling, andmore pre
isely at the value of variables Ntheta_mx, Nphi_mx, Nz_mx,



8Nb_
louds_mx, Nb_gas_mx and Nq_mx. Please note you should nevermodify the value of variable Nmat_mx (3).3.4 CompilationOn
e you 
he
ked 
ompilation options and array size de�nitions, you 
an usethe following 
ommand in order to 
ompile the exe
utable �le:> make allIf 
ompilation fails, use the 
ompiler error message to determine whatwent wrong. The most probable error 
auses are: a bad de�nition of ar
hi-te
ture 
ompilation option, or an inappropriate value in 
ode optimizationoptions.If you ever need to modify the sour
e �les (in dire
tory �sour
e�), you 
anqui
kly re
ompile the 
ode using �make all� again. This will only re
ompilethe modi�ed sour
e �les, and link obje
ts �les in order to produ
e the newexe
utable �le.If you have to modify the value of any variable de�ned in in
ludes �les(dire
tory �in
ludes�), you will have to re
ompile the whole 
ode from s
rat
h.Use the following 
ommand to erase all obje
ts �les:> make 
lean alland then re
ompile them properly with �make all�.Odd errors may happen if you modify an in
lude �le and then re
ompileusing only the �make all� 
ommand (old value of the modi�ed variable willremain in the un
hanged obje
t �les).3.5 Running the 
ode using MPICHOn
e everything is installed and the exe
utable �le �satellite.exe� �le hasbeen 
ompiled, you 
an try to run a 
omputation. I would re
ommend that,for the �rst time, you run �satellite� using the provided example data �les.Use the following 
ommand to run the 
ode:> mpirun -np [#℄ satellite.exewith [#℄ the number of pro
esses that have to run.Be
ause 
ommuni
ation times are small 
ompared to 
omputation timesin �satellite� , it is a good idea to 
hose a number of pro
esses equal to thenumber of (physi
al) pro
essors of your 
luster, plus one. One pro
ess, themaster pro
ess, is dispat
hing 
omputational loads to every other pro
esses(slave pro
esses), and gathering results from them. It does not require any



9signi�
ant CPU time, therefore it is OK to have a number of slave pro
essesequal to the number of pro
essors, so that ea
h slave pro
ess 
an use apro
essor (or ea
h pro
essor will have only one slave pro
ess running on it).In pra
ti
e, if your 
luster is 
omposed of n pro
essors, you 
an use:> mpirun -np n+1 satellite.exe



104 ResultsResults are re
orded into �le �results/dete
tor.txt�. It 
ontains:
• The number of spe
tral intervals
• Their limits in µm.
• The solar �ux density (W/m2) re
eived by the dete
tor, in ea
h spe
tralinterval, along with the asso
iated numeri
al un
ertainties.
• The total solar �ux density (W/m2) re
eived by the dete
tor and itsun
ertainty.


